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Chapter 5 Image Processing in the Spatial-Frequency Domains
Processing in Spatial-Domain
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Operations in the spatial domain follows a generic formula:
g(x,y) =TIT(x,y)]

If the support region is only a single pixel then they are known as point operations. If it is over a region then
called mask operations.

Intensity transformation function:
s=T(r)
where s,r are input and output variables, respectively. One such arrangement is shown above.

Examples:
Negation: Below we have the original image from a digital mammogram and its negated version.

Pixel differencing: Finding vertical edges: An edge is a junction between two pixels where there is a significant
change in gray-level. A simple operation to find vertical edges is just to subtract each pixel's gray-level from
that on its right. If changes bigger than, say, 10 gray levels are regarded as significant, then we can produce a
binary image indicating where there are edges. Consider a 3x4 segment of image:

4| 5| 6| 7 5| 6| 7 5| 6|7
4]114|17|20|21 > 3 311 - 0] 0 0
5]19|30|35|36 11 51 1 1] 0] 0
6]18(45|40(38 27|-5]-2 11 0/ 0

Note that we have to make an arbitrary choice to put the result of subtracting (4,4) from (5,4) into (5,4). The
second operation is thresholding. Choosing the threshold (in this case 10) is a problem in its own right. If we
want to detect all vertical edges, then we need to threshold so that we record a “1” wherever the difference is
greater than 10 or less than -10. These two operations, though simple, in fact conform to the structure used by
a very wide range of visual systems.
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)

Original 8-bit image P|eI differeces One-bit thresholded image (edgéé)

Log and Power LawTransformations: They are defined by the following expression':
s=c.log(l+r) forlog s=cr’

where ris the input and s is the output of the transformation, r is constant (usually 1.0) and r > 0. In GW figure
3.6 they present the frequently employed family of log transformations in a graphical form. Below we display
two pixel level enhancements: Pixel intensity expansion in the range [0.25,0.75] and the power transformation
with the » = 2.0 from figure 3.6 of GW.

3. Histogram Processing: Probability approximations are found for each pixel by computing first the frequency
of occurrences of each gray level (histogram): h(r,) =n,/n  for k =0,1,---,L —1 and then they are

normalized to obtain probabilities. They could be histogram points, bar graphs, discrete impulses (stem) or
continuous plots.

Transformation based on histogram equalization: Given that we know the pdf (or histogram) for the pixel
intensity in an image, the histogram equalized output is the cdf (area under the pdf curve (accumulated
histogram values):

r
Continuous case: S=T(r) = J. P, (u).du
0

k k
Discrete case: S, =T () = Z pr(rj) = znj /In fork=0Q1---,L-1
j=0 j=0
Inverse transformation can be used to come back to the original case, i.e., invertible operation:
-1
he=T7(s¢)

There is a neat 5-point algorithm for implementing histogram equalization including examples in GW p:99-102:

! Itis worth noting that GW text starts with r being input and s as the output in the first description, but immediately, swp the
definitions of these two variables starting with the log and power law transformations. This is a well-known inconsistency
and we need to be careful.
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Transformation based on histogram equalization: Given that we know the pdf (or histogram) for the pixel
intensity in an image, the histogram equalized output is the cdf (area under the pdf curve (accumulated

histogram values):

r
Continuous case: S=T(r) = I p, (u).du
0

k K
Discrete case: 5, =T(r )= p,(r;)=>.n;/n fork=01--,L-1
j=0 j=0

Inverse transformation can be used to come back to the original case, i.e., invertible operation:

-1
e =T7(s)
There is a neat 5-point algorithm for implementing histogram equalization including
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examples in GW p:99-102:



Image enhancement using convolution masks with 7 rows and n columns (convolution kernels):

a b m-1 n-1
g(x,y) = Z Zw(s,u).f(x+s,y+u) with a = b=
s=—a u-b 2 2
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Consider one row of the image and a horizontal mask, above equation is operated only over a single row:

|12|13|13\19|30|35|36|15|19\15|

- -

X X J."'/x X X X
1| 2] 3 4|5/ 6| 7| 8| 9[10 ! |
1]12(15(12]18[19(20(19(17|16]15 1] ‘ B :
2|13|14|61|19|11| 9|10|12|14|19 N NN
3]13(15|18[17|19(20(23 |11 10|12 oo o 7
4l14|15]14|14|17|20(21|10| 9|12 + \\ T// *
5012(13|13|19]30(35[36(15|19]15 \ B A
6l15(16]17|18|45|40(38|16|15|12 L]l s ] ] ]
-1 +1

The impact on the image is smoothing (averaging) resulting in emphasizing vertical edges.
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Masks could be vertical, which results in vertical edge enhancement.
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Masks could be more than 2 columns or rows, combining a larger range of pixel values. For example the
example below combines some smoothing and horizontal differencing:

1] 2

Diagonal Differences:

-1 0

0] 2] +1
Mask can be 2-dimensional—in fact, just like a small piece of image.
col
18 (192011917 16|15
190111 91012 (14|10
17]19)20]123 11|10 )12
14 (17202110 912
2153131930 35(36)15|19]13
15|16 1|18 |45 (40|38 |16 J15 |12
oA | ol s £
(16 1+(-1x19)=+ -1l 3 1| 3 oW
(-1x18)+(3x17) =
A7 I|' co
col Il'
| {
y n
47 |
1
i |
TowW 23
0] -1
+1[ 0

0f+1

Center surround mask (averaging, smoothing);

-1/8 | -1/8

-1/8

-8 +1

-1/8

-1/8 | -1/8

-1/8
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e The example below also combines smoothing and differencing, and is known as the Sobel operator.

-1 0] +1
21 02
-1 0] +1

Gaussian smoothing mask: A more effective smoothing mask falls off gently at the edges, where its width is
described by the standard deviation ©.

Profile on any axis
through centie

G

=
o -
%

——
=10 1]

-1/8 | -1/8 | -1/8

* -1/8| +11|-1/8
-1/8 | -1/8 | -1/8
—
convolve

They are effectively used for removing any texture with a scale smaller than the mask dimensions. Small-scale
texture is said to have a high spatial frequency. Smoothing removes this, leaving low spatial frequencies. Here
is the effect of progressively increasing s. Its values are 1, 2 and 4 in the 3 smoothed images.

Rikik

¢ In addition, there are median filtering masks and Laplacian masks used in spatial-domain image
enhancement.

o Finally, various combined masks are used in image sharpening. These are discussed in detail in GW 3.6-
3.7.
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Processing in Frequency-Domain

Based on the notation used in GW, the FT for an MxN image is given by:
M-1 N-1 “jen(X W

Y f(xye MmN

F(u,v) :Mi
u=0 v=0

N

! 1
0™ "

‘our hack-to-hack |

criods meet here, |
1

=

" = Periods of the 2-D DFT,

! = M x N data array resulting from
the computation of £, ).

ah

FIGURE 4.2 (a) M = N Fourier spectrum (shaded), showing four hack-to-back quarter
periods contained in the spectrum data. (b) Spectrum obtained by multiplying f{x, ¥) by
(—1)**¥ prior to computing the Fourier transform. Only one period is shown shaded because
this is the data that would be obtained by an implementation of the equation for Flu, o) .
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log(|Fiwwv)|)

column
row

Nt

-,

™

II
W )= (0.0}
Lena (512x512) 8-bits/pixel original. FFT log magnitude without placing (0,0) in the center, shifted version
(commonly known as the DFT) and the corresponding phase spectrum. (using 2-D fft algorithm in Image
Processing toolbox in Matlab.)

Image

FFT log Magnitude (not shifted)

FFT log Magnitude (shifted)

FFT Phase (shifted)
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Image FFT log Magnitude (not shifted)

FFT log Magnitude (shifted) FFT Phase (shifted)

San Died... -' Adobe 4.

Image Enhancement via Filtering
Frequency domain filtenng operations

Fourier Filier Inverse
it
H{u, ) tramsform
Fiu, v} Hiar, 0)F (1, 0)

Pre- Post-
processing processing
fla.y) glx.¥)
Input Filtered
image image

Even more critical than the case in 1-D signal filtering, fast convolution is ubiquitously used to implement filters
in image processing applications. Recall that 2 forward FFTs, 2 inverse FFTs and a point-by-point image
multiply in the frequency-domain will be at a significantly smaller fraction of the time required to perform a 2-D
comnvolution.
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Cloze
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Original Pepper Image Filtered lmage

Filter Coefficients

Apply Fitter

Criginal Pepper Image Filtered Image

Filter Coefficients Frequency Response

Apply Filter
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Select an Image:
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Ideal low-pass using rectangular spatial window:
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FIGURE 4.10 (a) Perspective plol of an weal lowpass Dilter transfer [unclion. (b Filler displaved as an

[|l1:|§_tn.'. (c) Filter radial cross seclion.

Power Distribution through 2-D DFT in images:
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FIGURE 4.11 (1) An mmage of swee SO0 X0 300 pixels and (1) iis Fourer spectoum, The

superimposed circles

Ideal low-pass filtering results in blurring due to smoothing (averaging) and ringing due to Gibbs phenomenon

% ol Lhe image power, respeclively.
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FIGURE 4.12 (&) Oiriginal image. (bi—() Resulis of ideal lowpass {iltering with cutoff
Irequencies set at radu values of 5, 15, 30, 80, and 230, as shown in Fig. 411 The
power removed by these Glters was 8 5.4, 36, 2, and 055 of the tatal, respectively
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Low-pass filtering using Gaussian Low-pass filter characteristics.

Hu,v)

H{w, )
LS
L

0.667

100

J =D w)

—D*(uy)/2D}
H@u,v)=¢e™2 @20

FIGURE 4.17 (a} Perspective plot of a GLPF transter function. {b) Filter displayed as an image. (¢} Filter
radial cross sections for various values of £,

Application to Text Smoothing:

FIGURE 4.19

{a} sample text of
poor resolution
{note broken
characters in
magnified view],
(b} Result of
liltering with a
GLPEF (broken
character
SUEMEents were
joined ).

Historically, cerlain computer
programs weare writken using
only two digits rather than
four to dafine the applicable
vear. Accordingly, the
company's software may
recognize a date using "G0°"
@5 1900 rather than the y
2000.

Historically, certain computer
programs were written using
only two digits rather than
four to define the applicable
yvear. Accordingly, the
company's software may
recognize a date using "00"

as 1900 rather than tw
2000.

ea
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Low-pass filtering using Butterworth Low-pass filter characteristics.
Hiu, v} Hiw, v}
1.0

0st

E 4.14 (a) Perspective plot of a Butterworth lowpass filter transler funetion. (b) Flter displayed as an
e, (¢) Filter radial cross sections of orders 1 through 4.

High-pass filtering using ideal, Butterworth and Bartlett windows.

abe

def

FIGURE 4.17 Top row:; Perspective plots of ideal, Butlerworth, and Gawssian highpass Glters, Bottom row:
Corresponding images

Padding Images with zeros is very frequently used for computational efficiency gains. For instance an image of
size 480x640 will be processed significantly faster via fast convolution using 2-D FFT by padding both rows
and columns with zeros to bring to a 512x1024, i.e., (29x21°) and then doing 2-D IFFT. Otherwise, we would
need 480x640 double convolution or IDFT, which are both equally costly by a couple of orders of power!

Below we have an example of padding with zeros and reconstruction. The effects in the original image (NW

corner) is not significant but the impact on the remaining three quadrants are there. But this does not play any
role since we reformat the image back to the original 480x640 to generate a replica.
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= Note origin shifting

YT
|a

FIGURE 4.3% Padded bowpass filter & the spatial domain (only the real parrt i shon), Ty

FIOURE 4.40 Rosuli of Alcring with padding, The image B wually cropped o i
aorginal size since there is Fitte veluable information post the imape boundanes

In Sections GW 4.5-4.7, there are several other filtering techniques, such as Laplacian and homomorphic
filtering. In addition, subjects dealing with using 2-D FFT for image processing applications are discussed
including zero-padding for avoiding DFT usage.
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